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Abstract
Archival systems are often tasked with storing highly valu-
able data that may be targeted by malicious actors. When the
lifetime of the secret data is on the order of decades to cen-
turies, the threat of improved cryptanalysis casts doubt on
the long-term security of cryptographic techniques, which
rely on hardness assumptions that are hard to prove over
archival time scales. This threat makes the design of secure
archival systems exceptionally difficult. Some archival sys-
tems turn a blind eye to this issue, hoping that current cryp-
tographic techniques will not be broken; others often use
techniques—such as secret sharing—that are impractical at
scale. This position paper sheds light on the core challenges
behind building practically viable secure long-term archives;
we identify promising research avenues towards this goal.

CCSConcepts: • Information systems→Digital libraries
and archives; • Computer systems organization → Sec-
ondary storage organization; • Security and privacy→
Database and storage security; Information-theoretic
techniques.
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1 Introduction
Archives seek to preserve information for the long-term. In
this work we assume “long-term” to be on the order of a
human lifetime or more. At a minimum, archives should be
highly reliable and storage-efficient. Reliability means that
user data is never lost, corrupted, or unavailable. Storage ef-
ficiency is critical because the cost of storage is proportional
to the time and amount of data stored, and since archives
accumulate data that is rarely deleted, the size of an archive
could be on the order of multiple exabytes or more [29].

Archives often store highly valuable and/or sensitive data,
such as public historical records, private medical data, or
classified government secrets; these may be targets for ad-
versaries willing to spend vast resources to attack the archive
over the course of many years. Thus, archives should protect
data security (i.e., confidentiality, integrity, availability) with
strong guarantees.
At a minimum, secure storage systems typically use en-

cryption for data confidentiality, message authentication
codes or signatures for integrity, and replication or erasure
coding for availability. On the archival time scales, however,
it becomes much more likely that cryptographic techniques
used today will be broken in the future by cryptanalytic ad-
vances, and this event is impossible to rule out unless we
resolve long-standing open questions like P vs. NP. Naively
re-encrypting data to use newer ciphers is also an inade-
quate approach because re-encrypting a large archive is pro-
hibitively expensive (see Section 3). Furthermore, it fails to
address the threat of adversaries who steal encrypted data
now with the hopes of extracting useful information years
down the line; this is called a “Harvest Now, Decrypt Later”
attack—a threat being taken seriously by industry and gov-
ernment alike with the prospects of cryptographically viable
quantum computers on the horizon [39, 48, 65].
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Some secure archival works address this problem by lever-
aging unorthodox information-theoretic (also referred to as
unconditional, or non-cryptographic) techniques that yield
provably long-term security guarantees, but suffer higher
storage costs than replication. Other works devise more
storage-efficient cryptographic schemes; alas, due to their
cryptographic nature, they still fail to provide long-term
guarantees. Ultimately, the trade-off between efficiency and
security is a central theme of secure archival, and we still
have yet to see any system that strikes a desirable point in
this trade-off design space.
In this work, we investigate the nature of this trade-off

and related challenges in secure archival arising from the
threat of cryptographic obsolescence. We study how these
challenges are (or fail to be) addressed by existing solutions,
and conclude with promising research directions.

2 Background and Motivation
To discuss secure archival issues, we first establish our se-
curity goals for archival systems. We then discuss how to
formalize adversaries that attack the system, and introduce
two notions of security that are central in what follows.
Throughout the paper we operate under the standard as-
sumption (for reasons of fault tolerance) that an archival
system will, at a minimum, span geographically dispersed
storage nodes [25, 27, 38, 43, 64]. We conclude the section
with some related survey articles in the domain.

Security Goals. When discussing the goals of informa-
tion security, we adopt the classic CIA triad of confidentiality,
integrity, and availability. Confidentiality and integrity re-
fer to the protection of data from unauthorized access and
modification, respectively; availability refers to the ability of
the system to provide correct functionality to its users upon
request. These are not the only possible goals of information
security (e.g., non-repudiation), but the CIA triad is widely
agreed upon, and most additional concerns can be lumped
under the CIA umbrella. In this work we mostly focus on
(long-term) confidentiality and integrity, since we consider
availability to be much better understood in the storage com-
munity [25–27]. Availability can also be violated by purely
physical means; there’s no protection against a sufficiently
determined adversary.

Threat Modeling. To violate any of the security goals,
an adversary needs at least to corrupt some storage nodes.
Obviously we cannot allow an adversary to corrupt all nodes,
so typically an adversary is only allowed to corrupt at most a
threshold number of nodes at any point in time. This idea is
formalized in Ostrovsky and Yung’s popularmobile adversary
model [49], which is highly relevant for the provable security
of many modern secure-archival works.
Adversarial models come in varying levels of formalism.

Rigorous cryptographic adversarial models—like the mobile

adversary model—allow one to obtain more useful security
proofs, and are therefore considered the “gold standard” for
adversarial modeling [21]. A key consideration in formu-
lating an adversarial model is specifying its computational
power. Typically, adversaries are viewed as Turing machines
with either probabilistic polynomial runtime (PPT) or com-
pletely unbounded runtime, but some works make more
nuanced computational assumptions. For instance, one can
introduce real-time notions into the model and bound the
rate of computation per unit of real time [17]. Additionally,
one can define an adversary as a sequence of adversaries
indexed by time, with each successive adversary belonging
to a more powerful class of computing machines [15]. In
this work we consider a mobile adversary with computa-
tional power bounded in this more nuanced manner; yet,
for the purpose of understanding the challenges of secure
archival it is often instructive to consider a computationally
unbounded adversary, even though unbounded computing
machines do not exist in the real world due to physical limits
of computation [40].

Computational vs. Information-Theoretic Security.
We draw an important distinction between computational
and information-theoretic notions of security. If an adversar-
ial model assumes any kind of restrictions on computing
power, then we say that the security (if any) of our system
with respect to some security goal is computational. Other-
wise, it is information-theoretic.

Next, we present two security definitions for encryption
as an example. Consider a key space K , message spaceM,
and ciphertext space C, and let (Enc, Dec) be a (private key)
encryption scheme such that Enc : K ×M → C, Dec : K ×
C → M, and Dec𝑘 (Enc𝑘 (𝑚)) =𝑚 for all 𝑘 ∈ K, 𝑚 ∈ M.

Definition 2.1 (𝜖-Statistically Indistinguishable Encryp-
tions). An encryption scheme (Enc, Dec) is 𝜖-statistically
indistinguishable (𝜖 > 0) if, ∀𝑚0,𝑚1 ∈ M, and for any
A : C → {0, 1}:

|Pr[A(Enc𝑘 (𝑚0)) = 1] − Pr[A(Enc𝑘 (𝑚1)) = 1] | ≤ 𝜖

Definition 2.2 (𝜖-Computationally Indistinguishable
Encryptions). An encryption scheme (Enc, Dec) is 𝜖-
computationally indistinguishable (𝜖 > 0) if, ∀𝑚0,𝑚1 ∈ M,
and for any PPT algorithm A : C → {0, 1}:

|Pr[A(Enc𝑘 (𝑚0)) = 1] − Pr[A(Enc𝑘 (𝑚1)) = 1] | ≤ 𝜖

Both definitions try to formalize the sentiment that an
adversary A cannot distinguish between any two cipher-
texts (i.e., learn any information) with greater than a certain
probability. The only difference is that in Definition 2.2, the
adversary’s computational power is restricted. Thus, this def-
inition provides computational security, while Definition 2.1
provides the (much stronger) information-theoretic secu-
rity. The computational setting is almost always preferred
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Figure 1. Qualitative quadrant graph of the storage cost
vs. security trade-off for some data encodings. Traditional
encryption refers to all computationally secure encryptions.
Secure archival systems should come as close as possible to
the smiley face.

over the information-theoretic one for efficiency reasons—
especially storage cost (see Figure 1). However, information-
theoretic definitions appear in many secure archival works
due to the unique challenges posed by long-term security.

Related work. Several have studied the security of stor-
age systems [13, 61, 66, 68], but only one [61] takes into
account both confidentiality and integrity of long-lived data.
For example, Braun et al. [13] study the confidentiality of
storage systems and examine various information-theoretic
key agreement solutions for data in transit and proactive
secret sharing schemes for data at rest. Their work is comple-
mented by the survey on integrity by Vigil et al. [66], which
analyzes and compares solutions to integrity concerns in-
cluding proof of existence, non-repudiation, and authenticity
of documents. However, Braun et al. [13] and Vigil et al. [66]
do not explore solutions that provide both confidentiality
and integrity of long-term archival systems.
A survey by Yang et al. [68] investigates data security

and privacy issues and potential countermeasures in cloud
storage systems. The threats mentioned in their paper can be
applicable to secure archives, but the focus is not long-term
security. The survey by Storer et al. [61] highlights security
threats specific to long-term archival systems. Our work can
be thought of as an extension of Storer’s in that we also
consider some of the attacks mentioned in their paper and
evaluate recent approaches to address them.

3 Challenges and Solutions
As outlined in Section 1, the primary security challenge for
archival systems is the threat of cryptographic obsolescence.
After briefly examining why this threat is (currently) un-
avoidable, we explore why developing a practical solution
to overcome it is so difficult by stepping through several

existing approaches, discussing confidentiality and integrity
separately.

3.1 Cryptographic Obsolescence
The security of all computationally secure cryptographic
primitives (encryption schemes, hash functions, etc.) relies
on assumptions of hardness. For example, Diffie-Hellman
key exchange assumes the hardness of computing discrete
logarithms [20], RSA encryption assumes the hardness of fac-
toring RSAmoduli [54], several post-quantum cryptographic
schemes assume the hardness of the Module Learning with
Errors (MLWE) problem [11], and AES is simply assumed to
be secure because two decades of cryptanalysis have failed
to produce practical attacks [9]. All these assumptions rely
on the existence of one-way functions [35]. Informally, a
function is one-way if it is easy to compute, but any PPT
algorithm fails to invert it with overwhelming probability.
Unfortunately, the existence of one-way functions directly
implies P ≠ NP [5]. Consequently, any computationally se-
cure cryptographic primitive can potentially be broken in
the future. Of course, this has not prevented security practi-
tioners from developing schemes that are widely believed to
be secure. Yet, history has repeatedly shown that schemes
believed to be secure at one point in time are often broken in
the future, like the MD5 hash [60], DES encryption [8], and
discrete-log based schemes against quantum computers [58].
Thus, trying to extrapolate the computational security of
current cryptographic schemes decades or more into the
future is a fairly risky endeavor.

3.2 Confidentiality
To simplify exposition of existing approaches, we begin by
addressing data confidentiality, grouping approaches by com-
putational vs. information-theoretic notions of security.

Computational security. It is natural to ask whether
we can still use our arsenal of computationally secure cryp-
tography to achieve long-term confidentiality in the face of
cryptographic obsolescence. For instance, can we not just
periodically re-encrypt data? A naïve approach is for the
user to retrieve data, decrypt, and re-encrypt it with a new
scheme, but this requires user intervention. This is especially
problematic in an emergency situation where the current
encryption method is broken, and all users’ data needs to
be re-encrypted immediately. This re-encryption could be
delegated to the storage system (without giving the system
access to user keys) using more sophisticated techniques like
Universal Proxy Re-Encryption (UPRE) [23].

Unfortunately, regardless of technique, it may be infeasible
to re-encrypt all data in a timely manner due to I/O bottle-
necks. An archival system will require massive amounts of
storage media that is cost effective and easy to secure. There-
fore, we exclude HDDs and SSDs as they are (i) too expensive
and (ii) less secure, because online media are more prone to
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remote attacks. Conversely, removable media stored offline
enjoy a reduced attack surface (e.g., DVDs, tapes). We illus-
trate with a few examples of tape-based archives—a common
archival storage medium [16]—in the literature. A similar
exercise can be conducted with glass-based media [4].

In this example, we attempt to use conservative numbers
from the cited works below—whether explicit or implicit—
and make several simplifying assumptions: a real archive
would have even longer re-encryption times and costs. A
conservative approximation for the time to just read all the
data in an archive can be obtained by dividing the size of the
archive by its aggregate read throughput. With 80PB of total
data and an aggregate throughput of 400TB/day, the Oak
Ridge HPSS [59] could be read in 6.75 months. At 37.9PB
and 120TB/day, the ECMWF MARS archive [30] yields 10.35
months, and the CERN EOS archive [51] yields 8.3 months
for 230PB and 909TB/day. Pergamum [62] (a HDD archive)
describes a hypothetical 10PB tape archive with aggregate
throughput of 5GB/s, yielding 0.76 months. In addition to
reading, the system has to encrypt (i.e., consumememory and
CPU) and then write out the data. Writing in many systems
tends to be slower than reading due to media limitations
and the need to verify written data; this factor will at least
double the re-encryption duration. Moreover, in practice the
system would have to reserve some capacity for new activity
(e.g., ingest new data and serve read requests); this additional
factor can easily double the re-encryption duration. Lastly,
the aforementioned systems are considerably smaller than
the archives we envision in the many exabyte and even
zettabyte sizes over their lifetimes. All things considered, the
practical time for re-encrypting an entire archive could turn
into many years—during which time all not-yet-encrypted
data remains vulnerable.

One could avoid the I/O cost of re-encryption—at the cost
of storing a growing history of encryption keys—by using
multiple layers of different encryption schemes to hedge
against the threat of any one or more ciphers being bro-
ken. This approach, known as a robust combiner, more pre-
cisely a cascade cipher, is used in the secure-archival system
ArchiveSafeLT [56]. Cascade ciphers enjoy the property of
being at least as secure as the most secure cipher in the cas-
cade [33], but care must be taken in their design as failure
to account for subtle considerations can render the whole
cascade insecure [45]. ArchiveSafeLT also proposes wrap-
ping data in new layers of encryption if enough of the old
layers are broken, though this runs into the same I/O issues
as re-encryption.
Another approach is that taken in AONT-RS [53], which

was deployed as part of the Cleversafe dispersed storage
system (later acquired by IBM’s Cloud Object Storage). Let
Enc𝑘 (·) denote a computationally secure encryption using
key 𝑘 , and ℎ(·) a computationally secure hash function. The
AONT-RS scheme begins by splitting the data to be encrypted
into equal-sized blocks𝑚1, ...,𝑚𝑠 . Then, for each 𝑖 ∈ {1, ..., 𝑠}

the scheme computes ciphertext blocks 𝑐𝑖 =𝑚𝑖 ⊕Enc𝑘 (𝑖 +1),
and a final ciphertext block 𝑐𝑠+1 = 𝑘 ⊕ ℎ(𝑐1, ..., 𝑐𝑠 ). The 𝑠 + 1
ciphertext blocks are encoded into 𝑛 > 𝑠 + 1 codewords
via systematic erasure coding, and each codeword is then
dispersed to a different storage node. Assuming Enc andℎ are
computationally secure, then a PPT attacker provably cannot
learn any information about the plaintext unless they possess
all 𝑠+1 ciphertext blocks or know the key. This scheme is easy
to parallelize, achieves a good trade-off between storage cost
and availability, and eliminates the need for keymanagement.
On the other hand, if the underlying encryption scheme or
hash function are broken, an attacker trivially “knows the
key” and can recover plaintext from even a single share.
Note that, apart from AONT-RS, every other commercially
available archival system we are aware of simply uses AES
(e.g., AWS, Google Cloud, Azure [1–3]).

We have seen how to devise computationally secure meth-
ods that improve upon naïve re-encryption. However, these
methods are all still vulnerable to a showstopping attack:
they are susceptible to Harvest Now, Decrypt Later attacks.
Re-encryption does nothing to protect portions of any stolen
ciphertext.

Information-theoretic security. The simplest example
of information-theoretically secure encryption is the One-
Time Pad [36]. To encrypt a message𝑚, a key 𝑘 ∈ {0, 1} |𝑚 |

is sampled uniformly at random, and the ciphertext is com-
puted as 𝑐 = 𝑚 ⊕ 𝑘 . Without knowledge of 𝑘 , an adver-
sary provably cannot learn any information about𝑚 from
𝑐 regardless of computing power, thus achieving “perfect
secrecy” (i.e., let 𝜖 = 0 in Definition 2.1).
A generalization of the One-Time Pad is Shamir’s secret

sharing [57]. It takes a message𝑚 as input, and outputs 𝑛
shares 𝑠1, ..., 𝑠𝑛 , with |𝑠𝑖 | = |𝑚 |, such that any subset of 𝑡 ≤ 𝑛

or more shares suffices to recover𝑚, but fewer than 𝑡 shares
leaves𝑚 perfectly secret. The mechanism is equivalent [46]
to a non-systematic [𝑛, 𝑡] Reed-Solomon code applied to
(𝑚, 𝑟1, ..., 𝑟𝑡−1), where𝑚 is the message and 𝑟1, ..., 𝑟𝑡−1 are
all sampled uniformly at random from {0, 1} |𝑚 | .
Many secure archival systems propose using secret shar-

ing as a data encoding scheme, thus providing long-term con-
fidentiality [12, 14, 27, 28, 47, 63, 64, 67]. POTSHARDS [63]
was the first work to design and evaluate a full archival sys-
tem based on Shamir’s secret sharing. In POTSHARDS, each
share is uploaded to an administratively independent storage
provider, thereby avoiding a single point of trust or failure,
and achieving good availability due to the erasure-coding
properties of Shamir’s secret sharing and some additional
disaster recovery techniques. There are two main drawbacks
with this scheme. The first is high storage overhead: each
share is the same size as the original message, so we incur
the same overhead as replication with less availability as
we can tolerate the loss of at most 𝑛 − 𝑡 shares. This cost is
a provably unavoidable consequence of perfect secrecy [6].
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The second is that given enough time, we must entertain
the possibility that a mobile adversary eventually steals a
threshold number of shares.
To combat this mobile adversary, it is desirable for the

system to have a means of “refreshing” the shares, rendering
stolen shares obsolete. This can be accomplished via proac-
tive secret sharing [34]: an information-theoretic distributed
protocol that re-randomizes shares. Wong et al. [67] suggest
using a version of proactive secret sharing for secure archival
with the desirable feature of adding or removing sharehold-
ers in each share renewal phase. Unfortunately, share re-
newal requires every shareholder to send a share to each
shareholder. This incurs high communication costs. More-
over, if the systemmust execute share renewal for many data
objects in a short time frame, this may become impractical
for the same reasons as re-encryption. Nonetheless, proac-
tive secret-shared datastores remain the leading (and only)
approach for secure-archival systems that provide long-term
information-theoretic confidentiality of data at rest.

Given the strong information-theoretic security of secret-
shared datastores, an adversary may find it more fruitful to
steal data in transit rather than data at rest, since TLS encryp-
tion is only computationally secure. This motivates a desire
for information-theoretically secure communication chan-
nels. LINCOS [12] and follow-up works [14, 28, 47] construct
information-theoretic channels via Quantum Key Distribu-
tion (QKD). By setting up entangled quantum states, two
parties can generate a shared One-Time Pad key that is im-
pervious to eavesdropping. While promising, QKD requires
specialized infrastructure, and a number of engineering chal-
lenges must be resolved before QKD can be considered a
mature, practical, and cost-effective method [18]. Another
approach to information-theoretic channels is introduced in
Section 4.

3.3 Integrity
Whereas long-term confidentiality guarantees require expen-
sive information-theoretic methods, long-term integrity is
more amenable to cryptographic tools. Today, computation-
ally secure digital signatures are widely used for integrity
protection. A single signature alone may eventually be bro-
ken, but long-term integrity can be achieved with a chain
of digitally signed timestamps [32]. We omit details, but in-
tuitively this works because signing an old signature with
a new signature preserves the integrity of both as long as
the old signature has not been broken at the time the new
signature was computed. Note that a computationally un-
bounded attacker could instantly break this signature with
brute force, but unbounded attackers are unnecessarily strict
in this scenario. A signature’s integrity needs to hold for only
a relatively short interval of real time until a newer, more
secure signature is added to the chain. This motivates the
more nuanced computationally bounded adversary described
in Section 2. LINCOS makes the key observation that while

timestamp chains provide long-term integrity, the use of com-
putationally secure hashes within the chain compromises the
information-theoretic confidentiality of data. They remedy
this by swapping out hashes with information-theoretically
hiding commitments, such as the Pedersen commitment [50].
Timestamp chains provide long-term integrity of a sin-

gle data object in isolation, but this by itself is insufficient
for secret-shared datastores, where one must also ensure
that shares are consistent with each other. This is especially
important for the share renewal phase of proactive secret
sharing, as a corrupt shareholder that distributes invalid new
shares can compromise the integrity of the secret. Verifiable
secret sharing [50] protects against this threat, and is of-
ten included by default as a sub-protocol of proactive secret
sharing. The use of Pedersen commitments within verifiable
secret sharing protocols is again useful in order to safeguard
long-term confidentiality.

4 Discussion and Future Directions
In Section 3 we examined how different approaches to secure
archival systems fare against the core challenge of crypto-
graphic obsolescence. We found that computationally secure
methods can yield decent long-term integrity, and are some-
times (e.g., AONT-RS) practical enough to make their way
into commercial use, but fail to provide long-term confi-
dentiality guarantees. Conversely, the information-theoretic
approach of a secret-shared datastore equipped with proac-
tive secret sharing and information-theoretic channels (via
QKD) delivers strong long-term confidentiality, but suffers
from high storage and communication overheads, as well as
higher infrastructure costs.

We are left with a seemingly intractable trade-off between
efficiency and security. A reasonable response to this state of
affairs is to declare that there is no “one size fits all” approach
to secure archival. This statement was made nearly two
decades ago by the PASIS [27] project, which investigated
several approaches but left users to decide which one was
best for their data. This may very well be the case, but the
unsavory trade-off remains. See Table 1 for a summary of
systems discussed in this work.
We conclude with some future directions for alleviating

the trade-off by reducing costs with alternative storage me-
dia, and improving the security of information-theoretic
systems with new and existing techniques.
The high storage costs of secret-shared datastores may

be reduced with cheaper and denser archival storage media.
One leading candidate is DNA storage, with a theoretical
density of 1EB per cubic millimeter (8 orders of magnitude
greater than tape), and centuries of durability [10]. Citing
the high costs and low throughputs of DNA synthesis and
sequencing, Microsoft’s Project Silica [4] advocates for glass
as an archival storage medium. While not as dense as DNA
(only 429TB per cubic inch [69]), glass requires very little
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Systems
Confidentiality

Storage Cost
In Transit At Rest

ArchiveSafeLT [56] Computational Computational Low
AONT-RS [53] Computational Computational Low
HasDPSS [70] Computational ITS High
LINCOS [12] ITS ITS High
PASIS [27] Computational ITS (sometimes) Low-High

POTSHARDS [63] Computational ITS High
VSR Archive [67] Computational ITS High

AWS, Azure, Google Cloud [1–3] Computational Computational Low
Table 1. Summary of discussed systems. ITS stands for information-theoretic security.

maintenance, can survive for millenia, and is much closer to
widespread adoption than DNA storage. Photosensitive film
is also low maintenance, potentially lasts centuries, and is
currently used in the the Arctic World Archive [55].

Instead of stealing an entire secret share from the archive,
an adversary might leak only a few bits of information about
a share via some hidden side-channel. Shamir’s secret shar-
ing is known to be vulnerable to such leakage attacks [7];
several recent works [7, 19, 37, 41, 42] have proposed new
leakage-resilient secret sharing (LRSS) schemes. Evaluating
LRSS’s viability for archival systems is an open problem. In
particular, LRSS schemes can be broadly classified according
to leakage model and linearity. The leakage model deter-
mines the class of side-channel attacks that the scheme can
resist; it is unclear which leakage model is most appropriate
for a secret-shared archive. Linear LRSS constructions tend
to be simple and compatible with existing proactive secret-
sharing schemes, but their security often imposes restrictions
on what the threshold value can be. Nonlinear schemes have
no such restrictions, but their constructions are more com-
plex, and it is unclear how to make these schemes proactive.

An alternative to QKD for information-theoretic channels
is the Bounded Storage Model (BSM) [44]. In the BSM, hon-
est parties can agree on a One-Time Pad key by streaming
large amounts of random data to each other such that an
adversary with a much larger storage capacity cannot cap-
ture the entire stream. We believe the BSM is overdue for a
practical evaluation—last evaluated in 2005 [24]. Since then,
new theoretical results have expanded the possibilities of
the BSM. Namely, the necessary gap between honest and
adversarial storage has been improved from quadratic to
exponential for important cryptographic primitives like key
agreement, oblivious transfer, and general multi-party com-
putation, at the cost of increased round and communication
complexity [22, 31, 52]. It remains to be seen whether these
costs are low enough in practice to consider the BSM as a
viable option for information-theoretic channels.

The concrete design and implementation of secret-shared
archives may benefit from the literature on key-management
systems, as their architectures can be quite similar. For exam-
ple, HasDPSS [70] leverages modern blockchain and proac-
tive secret-sharing techniques to realize a robust and decen-
tralized key-management system.
To conclude, the currently unavoidable threats of cryp-

tographic obsolescence and Harvest Now, Decrypt Later at-
tacks induce a steep trade-off between security and storage
cost that depends on whether designers of secure archives
choose between computational or information-theoretically
secure techniques. Fundamentally, this trade-off will remain
unless large open problems in complexity theory are resolved
(see Section 3.1), but exploring certain research directions
such as next-generation archival media, LRSS schemes, BSM
improvements, and recent developments in key-management
systemsmaymake the trade-offmore palatable by improving
information-theoretic systems.
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